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Abstract—Information retrieval plays an important role in 
gathering relevant content across resources on the web. The 
ambiguity of the content in the stored resources and 
incomprehensibility of the user’s need are the major issues in 
retrieving information. This paper focuses on relevant 
information retrieval pertaining to user and content aspects. It 
concentrates on enhancing the retrieved results based on 
semantic relevance of the sources in the repositories and 
contextual relevance based on the perspective of the users. The 
stored repositories are mapped to index based on lexical and 
conceptual semantics. When a search is performed, all relevant 
information semantically mapped to the search term are 
retrieved. The user’s preference is analyzed and the current 
context is derived. Based on this context, the final set of relevant 
information are presented to the user. This eventually helps in 
overcoming ambiguity, diversion of search and time constraint. 
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I.  INTRODUCTION  

     Web search process is a common task today. The aim of 
that task is to get some useful information. Users utilize web 
search to navigate to a particular website, fetch information 
regarding their need and to do some transactions. Out of the 
three, fetching information from the web is very difficult. This 
is due to the vast resources available on the web. Every 
resource may not be accurate or clear in all aspects. The 
process of gathering relevant information from these resources 
is the main task of retrieval. Precisely, information retrieval is 
the process of fetching information from stored resources. 
Information is retrieved either by a human or by a machine 
based on the scenario. Information retrieved may seem often 
relevant and sometimes unrelated to the user. Once the results 
are retrieved, they are ranked as per relevancy and popularity 
factors. Relevancy is when the retrieved information is 
partially or fully related to the search term. This is in contrast 
with the database systems where the results are either exactly 
matched or partially matched with the search term instead of 
relevancy criteria [1]. There is more scope for the users in 

information retrieval to expand and extend their search based 
on the retrieved results.  
 
     There are 2 kinds of users:  (1) Low-end users - they 
merely know to search using a query. (2) High-end users - 
they exactly know how to proceed for completing a search 
technically. They ultimately get satisfactory results either by 
means of search iterations or by using advanced search 
options. A retrieval system should basically help both these 
users to get their requirement irrespective of the manner they 
perform the search. In the usual information retrieval process, 
users are somewhere forced to change the way they query to 
the system. All searches do not help users to find out what 
they want. Instead, some retrieved results divert the users from 
the context of their search without understanding their need. 
Thus, there are typically 2 issues to be addressed in this paper 
namely context and semantics.  

 
     Context is the scenario or the circumstance of the user who 
is in need of information. The requirement always need not be 
in general but sometimes specific. The system needs to 
understand in what aspect the user is looking for the 
information. By gathering user related data, it is possible to 
enhance contextual relevancy. This relevancy will waive away 
certain unwanted results which are not in par with the user’s 
circumstance. This will ultimately reduce ambiguity. There are 
three contexts before the retrieval process: user context, query 
context and search context. Query and search contexts depend 
on the term of search without considering the user’s need. So, 
more importance is given to the user context where the user 
enjoys the ultimate satisfaction with the retrieved results. 

 
     Semantics says about the meaning of a term. Lexical 
semantics talks about grammar and syntax related meaning. 
Conceptual semantics is all about knowledge domain 
classification in a broader aspect. Information about a 
particular topic may be scattered everywhere. Though we 
can’t merge them all, we can still classify them and group 
them as clusters based on concepts. When a search in initiated, 
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Fig. 1. Overview of Information Systems 

until the user’s context is known, a good retrieval system 
should fetch information from all related concepts. This 
becomes the predominant task of every search engine. When 
all related documents are not collected, the retrieval process is 
not complete in all aspects. 
 

A. Overview of Information Systems 

     Information systems work in the order of information 
seeking, information searching, information retrieval [9], 
information extraction and information presentation stages. 
They are bundled inside the generic architecture as shown in 
Fig.1. 

     The architecture of the system contain four segments. The 
user segment, query segment, information system process 
segment and the results segment to be presented to the user. 
This architecture can work in a loop until the user gets a 
satisfactory result by making alterations to the query. The user 
gives the query in the seeking stage which is then passed on to 
the search stage where actual retrieval work starts. The 
retrieval stage uses the query and searches for the relevant 
documents and produces a retrieved relevant set which is 
further sent to the extraction stage [3] where results are ranked 
and processes like filtering and summarization may take place. 
It passes on to the final stage of presentation which is actually 
viewed by the user. If results have to be still more precise and 
clear, the user should be able to make changes to the query 
and the whole process gets repeated until satisfactory levels 
are met by the user. 

B. Importance of Context and Semantics in Retrieval 

     All users do not have the same circumstance of need of 
information. Every user has a unique behavior during search 

process. The query may be the same but the need might be 
different. Such needs can be studied from the user’s previous 
and current behavior. In case of an online content, the user 
may hold a personalized profile of his/her needs or interests. 
Apart from that, browser collects data from the user during 
his/her visit to a website. All these together when properly 
assembled may give rise to the context of the user [10] who is 
querying. But in the present scenario, user context is studied 
only means of interaction process and mobile-based profiles. 
Sometimes user feedback is also collected. These actions 
somewhere indulge subjectivity. The need to study the user 
behavior more deeply is stressed to know about a user by the 
system itself rather than manually collecting details from users 
themselves. 

     Regarding semantics, there are different meanings for 
terms and those meanings tend to change when the concept is 
changed. The words accompanying the query term in the 
document may sit in different places and in each positon its 
meaning may differ. Semantic mapping to the terms of 
document in regard to lexical and conceptual basis will pave 
way for the terms to be indexed as per the intended meaning 
occurring in the document position. Lexical semantics include 
synonyms, hyponyms, hypernyms and homonyms. Conceptual 
semantics include clustering and classifications of terms 
according to the content analysis process. 

     A good search system should not be biased to retrieve 
results to the user. When the retrieved result is semantically 
organized in the broader aspect, it is further narrowed down 
when user’s context is applied to it. This helps in inclusion of 
related documents to the user’s query when its semantic 
dimensions are mapped as well as removing certain non-
relevant documents apart from the user’s context. 
 
     The rest of the paper deals with how to improve relevancy 
in terms based on the retrieval of related concepts of the 
search term and also cater to the needs of the users. 

 

II.  RELATED WORKS 

     The works carried out in the field of information retrieval 
served as a base to think about inclusion and expansion in the 
existing framework of the retrieval process. 

• The work in [2] discussed the design of retrieval 
system along with the variety of searches performed 
in it. It gave an idea on how relevant results are 
retrieved after a search process. A simple user model 
and query expansion idea was also initiated.  

• The article in [4] showed the process of retrieval for a 
bibliography related information with components 
like representation of sources and how formal queries 
are constructed from user queries with certain rules. 
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• The idea of basic mining algorithms based on 
keyword, pattern, and sample was discussed in [6] 
where semantic content of a document was given 
importance in the indexing process. 

• The review paper in [7] considered the formulation of 
query based on the information need along with 
overall discussion of retrieval techniques. 

• The author in [8] conveyed reference based and 
multilingual query expansion approaches in retrieval. 
He also stated the importance of context vectors and 
categorization using the search interface. 

• The survey paper in [13] gave considerable 
importance to query processing and information 
extraction. Its future work stated that efficient 
retrieval is possible by integrating a domain 
knowledge base to the system. 

• The framework proposed in [14] indicated the 
approach of semantic crawling of the documents 
based on ontology using WordNet. 

• The study of whitepaper in [16] exposed the 
importance of concept related searching mechanism 
which ultimately has to depend on conceptual 
semantics. 

• Based on intellectual and theoretical perspectives in 
[17], critical constructs were formulated like 
relevance, presentation, similarity between 
documents, query, interaction, uncertainty principle 
and neutrality of technology which eventually 
became important factors in the retrieval process. 

• The features of lexical, syntax, semantics, query 
expansion and search classifiers are pinpointed in 
[18] with respect to educational web search. The 
experiment resulted in better relevancy when query 
classifier was applied. 

• The paper in [20] described the interpretation and 
expansion of queries based on personalization of 
context along with semantic entities. 

• The authors in [21] pointed out the difficulties of 
search engine users through assessment of the results 
retrieved for their queries by means of various factors 
related to usage of web search engines. 

• A comparison study of information tools done in [22] 
reflected that users (post-graduate students) go to 
more than one channel for retrieving relevant 
information for their need since they are not able to 
get all details in a single window. Even when they are 
provided with ample information, they are not able to 
select the accurate one and are often stuck with 
ambiguity. 

• The report in [24] mentioned various challenges in 
information retrieval namely users and context 
sensitive retrieval, multilingual and multimedia 

issues, improving objective evaluation and formal 
models. 

• The report in [25] discussed that mere ranking of 
retrieved result list will not help users. The proposal 
indicated that the context of the user has to be 
captured and domain mapping should be introduced 
along with evaluation metrics. 

• The report in [26] projected the need of fairness, 
accountability, confidentiality and transparency in 
retrieval and cognitive based user model issues are 
also discussed. 
 

     All these works correlate to state that queries have to 
be reconsidered before submission to the search system 
and the results retrieved for the query should not confuse 
the users with ambiguousness. Thus, the query and 
ambiguity issues are taken up for study and a model is 
proposed imposing a way to minimize the above issues. 

III.  PROPOSED MODEL FOR INTEGRATING CONTEXTUAL AND 

SEMANTIC RELEVANCY  

     The model describes inclusion of semantic mapping for 
content relevancy and modification in user behavior analysis 
for context derivation. 

A. Content Relevancy 

     Considering the information storage section, there is a 
repository of documents stored. Primarily, the index for terms 
occurring in the documents are created using the currently 
available indexing techniques. This repository is called the 
index references for terms. This alone will not help in fetching 
all related documents. Therefore, a combination of related 
lexical semantics and a table of conceptual semantics are 
already made available internally in the system. Here, each 
term in the index get mapped to one or more semantic items 
from the available list or dictionary by using an efficient 
mapping technique. This technique can be a data mining tool 
to classify the words based on clusters and thus terms can be 
grouped as conceptual clusters. Fig. 2, encapsulates the 
framework of overall process flow inside the storage section 
of the system. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Framework of Semantic Analysis 



International Journal of Research in Advent Technology, Special Issue, March 2019 
E-ISSN: 2321-9637 

Available online at www.ijrat.org 

 

73 
 

     The semantic based content has to be readily available 
whenever a source is added to the repository so that when a 
search is initiated, access to the information is readily possible 
without any internal mapping done during retrieval process. 
To make this possible, a dictionary of lexical semantics and 
conceptual semantics are connected to the repositories, where 
mapping is done internally for all sources irrespective of being 
accessed or not. When this mapping is over, along with index 
references created for document terms, special references on 
semantic terms for every indexed term is also created. This 
also helps users finding content related to their context since 
context might also be in turn connected to one of the concept 
based topics. 
 

B. User Behavior 

     The next section that needs a revision is the user behavior. 
Whenever the user keys in a query, it is passed on to the 
search system as a single parameter. When the query is sent, 
another parameter called the context of the user should also be 
sent. This parameter can either be hidden from the user in 
order to prevent misconception or can be explicitly made to be 
viewed in order to increase user feedback and properly 
evaluate the system.  

 

 

 

 

 

 

 

 

     An analysis on the user preference has to be done for both 
the low-end and high-end users. Fig. 3, explains user behavior 
analysis. The user preference can be studied from three 
aspects namely the user’s personalized profile available both 
offline and online, the user’s previous search history available 
both online and offline, most of the times collected from 
browser history and the user’s data collected via cookies. 
These cookies differ from website to website but additionally 
are also accessed by the latest browsers in studying the user 
behavior. Using the above three aspects, specific techniques 
have to be discussed and decided to retrieve the overall 
context of the user providing the query. This context may also 

map to one of the concepts already readily available in the 
storage section of the system as content based reference 
repository. Thus, the parameters from the user’s side are the 
query itself and the context analyzed using the user 
preferences. This combination is mentioned as Query 
Formulation section [5] in this segment. Frequent check has to 
be made in the user profile to keep it updated every time a user 
keys in to start to search and also after a search is completed.  
 
     Some of the user data include language, interests, education 
level, background of the search area, location, access to a 
particular device and any disability on the user’s side. The 
gathered user data to derive the context stays in the client side. 
An anonymized profile is sent to the server for retrieval just 
with the derived context. This prevents leakage of user data 
thereby enhancing user data privacy. 
 

C. Search and Retrieval 

     In this segment, we can see how a relevant result set is 
being retrieved from the resource repository. Fig. 4, 
consolidates the exact process happening in the retrieval of 
information. It has to be looked up from the bottom. There are 
internally three sections called search, retrieval and storage. 
The storage section is ready with its resources, index and 
content based references after being semantically mapped. 
Search section provides the query parameter to the system and 
the retrieval system searches for it in the index collection. Once 
found relevant, those documents are retrieved by the system. 
This retrieved set is checked for semantic relevancy against the 
content based references already available on the storage 
section. The search is now broadened to the content based 
retrieved result set [19]. Once all semantically relevant 
documents are retrieved, it passes on to the next stage of 
matching the context. This context is derived from the query 
formulation section of the user behavior segment. It is also 
mapped against the content based references which also has 
conceptual references inside it. A technique used to study and 
analyze the context in terms of concept is intrigued internally 
before the final set of result is retrieved. Once the mapping is 
done, we get the final retrieved result set which is now 
contextually and semantically relevant. This set of to and fro 
operations keep changing internally in the retrieval system 
whenever the user preference is modified and there is a change 
in the accessed document repository. 

 

 

 

 

 

 

 

 
Fig. 3. User Behavior Analysis 

Fig. 4. Architecture of Information Retrieval System 



International Journal of Research in Advent Technology, Special Issue, March 2019 
E-ISSN: 2321-9637 

Available online at www.ijrat.org 

 

74 
 

     The output of the information retrieval process becomes the 
input to information extraction process. Only when reliable and 
relevant information is retrieved at this stage, it can be sent to 
further process. The extraction segment which covers 
extracting techniques from the so far retrieved results is beyond 
the scope of this paper. So, the detailed process of the segment 
is not discussed here.  

     When the results are presented to the user, the broad context 
of the retrieval based on the user context should also be made 
known to the user which helps the user to connect with the 
result easily and comprehensibly without doubts.  

D. Pseudo-Procedure of the Model: 

     The procedure is split into three parts namely server side, 
client side, retrieval and results. 
 

1) Server side: 
 

a. There are a collection of documents in the web. 
b. Every document is individually crawled by spiders 

and an index based reference is generated for every 
term in the document. 

c. A dictionary of lexical semantics and domain base 
hierarchy are already internally stored. 

d. Content analysis is done on the documents and they 
are categorized into different concepts based on the 
occurrence of individual term and phrasal terms, thus 
giving rise to conceptual semantics. 

e. A mapping is done among conceptual semantics, 
lexical semantics and the index terms thereby 
creating a reference database with each term or term 
phrase and its related semantics. 
 

2) Client side: 
a. User’s search history, personal profile from online 

and offline accounts and user data collected from 
cookies are analysed. 

b. User’s likes, interests, preference data are collected. 
c. User’s activity is also monitored and updated. 
d. Using the collected data, the genre of search is 

decided and ready as a parameter in the user side as 
context. 

e. The user keys in the query. 
f. The query along with the context is sent into the 

search system. 
g. The context is sent as an anonymized profile to 

protect privacy. 
 

3) Retrieval and Results: 
a. The query term is first sent for a search. 
b. If a term is looked upon, it’s related lexical semantics 

namely synonyms, hyponyms, hypernyms, homonyms 
are all looked upon. 

c. Similarly, the concepts related to the term are also 
fetched. 

d. All fetched results from b and c are retrieved and 
temporarily stored in the memory. 

e. This set in d is the semantically relevant result set. 
f. The context of the user is now supplied and gets the 

conceptual reference as in c. 
g. From the result set e, the context – concept reference 

is searched. 
h. It gives a new result set which is relevant to the user 

context. 
 

E. Illustration 

 
     The user keys in the query – ‘Oreo’. When this term is 
searched on the web, the general Oreo search lands in the 
results with the term occurrence ‘Oreo’ in the documents. The 
usual retrieval of documents can be either related to cookies 
and biscuits because of its common usage or related to all 
documents having the term irrespective of its kind.  

 
     The proposed model will retrieve a temporary result set 
with all kinds of concepts related to ‘Oreo’ (semantic 
relevance) and the final result set will retrieve based on user’s 
need (contextual reference). This difference in the final result 
set retrieved is illustrated in Fig. 5. The result set of usual 
retrieval will fetch Doc1 through Doc12 just based on the term 
occurrence, whereas only Doc1 through Doc7 are semantically 
related to the term. From this temporary set, based on context 
of the user, Doc1 through Doc3 are retrieved. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

F. Approach towards Issues 

     Table I summarizes the comparison between the existing 
and the proposed retrieval mechanisms in tackling the current 
challenges [15] and issues in Information retrieval [9] [26]. 
Issues are considerably minimized in the proposed model. 

TABLE I.  COMPARISON OF APPROACH TOWARDS  ISSUES 

Fig. 5 Comparison of Retrieved Results 
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No Issue Existing Retrieval Proposed Retrieval 

1. Fairness 
Possibility to be 
unfair to a group 
of users. 

Possible since terms in 
content are mapped to 
concepts. 

2. Accountability 

Retrieved set is 
ranked by 
popularity factor 
which is assumed 
by other users’ 
actions. 

All documents are 
mapped to a concept 
based index which 
confirms relatedness 
avoiding guesswork. 

3. Confidentiality 

User’s 
personalized 
profile is shared to 
server. Possibility 
for leakage of 
data. 

User’s personalized 
profile is at client side 
and only context is 
shared to server by 
anonymity. 

4. Transparency 
Possible only for 
location of 
resources. 

Semantic mapping 
shows the route to 
retrieved results. 

5. 
Search engine 
Bias 

Possibility of 
resource based or 
user based bias. 

User based bias 
reduced due to 
individual preference 
analysis. 

6. Relevance 

Presence of term 
with maximum 
term weight 
irrespective of 
context. 

Semantically related to 
the search term and 
context of the user. 

7. Context 
Query or search 
context. 

User context. 

8. Semantics 
More lexical and 
less conceptual 

Lexical and conceptual 
on equal scales. 

IV.  APPLICATIONS 

     The modified sections of the system when included in the 
present retrieval system, will pave ways to get more relevant 
results. It will also remove certain unwanted results which are 
just included merely for the occurrence of a term and repeated 
in a document irrespective of its actual need. The effects can 
be visualized in the ways as follows: 

• When this modification is applied on the web search 
engines, this will stop search engine optimization 
providers to spam with abundant and redundant 
keywords in their websites which induces irrelevant 
clicks and social media activity from the public.  

• It also plays a vital role in the ranking algorithm of 
search engines to stop looking only at the keywords 
and rank the websites based on the original content 
rather than going behind inappropriate keyword 
jamming. 
 

V. CONCLUSION AND FUTURE WORKS 

     The contents of the documents are mapped both lexically 
and conceptually. This semantic mapping will gather all 
relevant documents related to the search term. The context of 
the user is included in the query so that the user’s exact need 
will be known during the search process. This context has to 
be applied only when the relevant documents are fetched after 

semantic mapping. Only then the results will be scrutinized as 
per user’s need. Applying context before semantics might miss 
some relevant documents since context restricts down the 
search process to include fewer results instead of not broadly 
expanding its approach. This optimizes the search-retrieval 
time since users can minimize the iterations of search to get 
satisfied results. This model also paves way to be fair, 
accountable, keep user profile confidential and considerably 
transparent compared to the existing scenario. 

 
     In the future, works can be extended by presenting new 
techniques to enhance the content based mapping. Similar 
enhancement can also be done by applying efficient 
personalization techniques in order to study the user behavior. 
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